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genenetwork.org
Who are we?

one of the oldest (since 1994) bioinformatics platforms on the
web
developed at the University of Tennessee Health Science
Center
small team of around 10 programmers
largely a Python code base (43k lines) with a bit of Rust and
increasingly Guile scattered over several git repositories
lots of legacy code (from very old Python 2) that needs
migration and maintenance
no cloud machines; we host everything on our own machines



We use Guix
for everything!

for packages
for development environments
for continuous integration
for continuous deployment of a test development instance
for production deployment (WIP)
for HPC clusters



How do we use Guix?
Packages

bioinformatics requires many domain specific packages
we maintain our packages in our own guix-bioinformatics
channel
we contribute upstream when more widely useful
gives us a lot of freedom to quickly add or fix packages
gives us the flexibility to do nasty hacks like disabling tests



How do we use Guix?
Development environments

guix shell with manifest.scm and guix.scm for developer
environments
all team members have the exact same development
environment
team can use guix describe to communicate the exact
environment
team can reproduce bugs easily
we pin a specific commit of Guix upstream to ease keeping up



How do we use Guix?
Pin a specific commit of Guix upstream

pin a specific commit of Guix upstream in .guix-channel of
the guix-bioinformatics channel
prevents upstream changes from breaking our code without
warning

( channel
( dependencies
( channel
(name gu i x )
( u r l " h t t p s : // g i t . savannah . gnu . org / g i t / gu i x . g i t " )
(commit "330 b94e8bd88baf903d2bc11bf96e23b119e0fe5 " )
. . . )

. . . ) )



guix system containers
What are they?

( operating−system
(host−name " genenetwork−deve lopment " )
( timezone "UTC" )
( l o ca l e "en_US . u t f 8 " )
( s e r v i c e s
( cons∗
( s e r v i c e l am ina r− s e r v i c e− t ype

( laminar−conf igurat ion
( t i t l e "GeneNetwork␣CI " )
( bind−http " l o c a l h o s t :9089 " ) ) )

( s e r v i c e c g i t− s e r v i c e− t y p e
( cg i t−conf igurat ion
( server−name " g i t . genenetwork . org " )
( repos i tory−d i rectory "/home/ g i t / p u b l i c " ) ) )

. . . ) ) )



How do we use Guix?
guix system containers

our servers run Debian with Guix as a foreign package manager
this is hardly an impediment—we can still run guix system
containers

$ guix system container -N ...
/gnu/store/...-container
# ln -sf /gnu/store/...-container
/usr/local/bin/my-guix-container
# ln -sf /usr/local/bin/my-guix-container
/var/guix/gcroots
# systemctl start my-guix-container.service
# systemctl enable my-guix-container.service



How do we use Guix?
guix system containers

my-guix-container.service

[ Unit ]
D e s c r i p t i o n = Run my gu i x c o n t a i n e r

[ Serv ice ]
E x e cS ta r t = / u s r / l o c a l / b i n /my−guix−container

[ I n s t a l l ]
WantedBy = mul t i−use r . t a r g e t



How do we use Guix?
guix system containers

https://git.genenetwork.org/gn-machines/

https://git.genenetwork.org/gn-machines/


How do we use Guix?
guix system containers

push commit

post-receive-hook/webhook triggers Laminar CI

Laminar CI builds tests

CD restarted if tests pass

Our git repos themselves are single-package Guix channels 1

CI just pulls the channel and builds the package
This is trivial to replicate even outside the CI on a developer
machine

1
https://guix.gnu.org/blog/2023/

from-development-environments-to-continuous-integrationthe-ultimate-guide-to-software-development-with-guix

https://guix.gnu.org/blog/2023/from-development-environments-to-continuous-integrationthe-ultimate-guide-to-software-development-with-guix
https://guix.gnu.org/blog/2023/from-development-environments-to-continuous-integrationthe-ultimate-guide-to-software-development-with-guix


How do we use Guix?
Continuous integration



How do we use Guix?
Continuous deployment



How do we use Guix?
Production deployment

Public SPARQL endpoint using a virtuoso Guix service at
https://sparql.genenetwork.org/sparql

We deploy legacy genenetwork1 in a Guix container using
packages from the guix-past channel
Complete Guix service for all of GeneNetwork is work in
progress
Guix on our HPC cluster—improves reproducibility and helps
users install packages easily

https://sparql.genenetwork.org/sparql


How do we use Guix?
SPARQL

Virtuoso SPARQL instance at
https://sparql.genenetwork.org/sparql

https://sparql.genenetwork.org/sparql


How do we use Guix?
Documentation

Ad-hoc documentation at https://issues.genenetwork.org

https://issues.genenetwork.org


How do we use Guix?
Links

https://issues.genenetwork.org
https://guix-forge.systemreboot.net
https://git.genenetwork.org/guix-bioinformatics
https://git.genenetwork.org/gn-machines

https://issues.genenetwork.org
https://guix-forge.systemreboot.net
https://git.genenetwork.org/guix-bioinformatics
https://git.genenetwork.org/gn-machines

