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3.

Guix-HPCisacollaborativeefforttobringreproduciblesoftwarede-
ploymenttoscientificworkflowsandhigh-performancecomputing(HPC).
Guix-HPCbuildsupontheGNUGuix

1
softwaredeploymenttoolsandaims

tomakethemusefulforHPCpractitionersandscientistsconcernedwith
dependencygraphcontrolandcustomizationand,uniquely,reproducible
research.

Guix-HPCwaslaunchedinSeptember2017asajointsoftwaredevelop-
mentprojectinvolvingthreeresearchinstitutes:Inria

2
,theMaxDelbrück

CenterforMolecularMedicine(MDC)
3
,andtheUtrechtBioinformaticsCen-

ter(UBC)
4
.GNUGuixforHPCandreproduciblesciencehasreceivedcontri-

butionsfromadditionalindividualsandorganizations,includingCNRS
5
,the

UniversityofParis(Diderot)
6
,theUniversityofTennesseeHealthScience

Center
7
(UTHSC),theLeibnizInstituteforPsychology

8
(ZPID),Cray,Inc.

9

(nowHPE),andTourbillionTechnology
10
.

1
https://guix.gnu.org
2
https://www.inria.fr/en/
3
https://www.mdc-berlin.de/
4
https://ubc.uu.nl/
5
https://www.cnrs.fr/en
6
https://u-paris.fr/en/
7
https://uthsc.edu/
8
https://leibniz-psychology.org/
9
https://www.cray.com
10
http://tourbillion-technology.com/
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Thisreporthighlightskeyachievementsof Guix-HPCbetweenourpre-
viousreport11a year agoand today,February2022.Thisyearwasmarkedby
exciting developmentsforHPCand reproducibleworkflows: the releaseof
GNUGuix 1.3.0 inMay12, the ability to tunepackages for a CPUmicro-archi-
tecturewith the --tune option, improved Software Heritage support, new
releases of Guix-Jupyter and the Guix Workflow Language (GWL), support
for POWER9 CPUs and on-going work porting to RISC-V, and more.

11https://hpc.guix.info/blog/2021/02/guix-hpc-activity-report-2020/
12https://guix.gnu.org/en/blog/2021/gnu-guix-1.3.0-released/

25.
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Outline

Guix-HPCaimstotacklethefollowinghigh-levelobjectives:
•Reproduciblescientificworkflows.ImprovetheGNUGuixtoolsettobet-

tersupportreproduciblescientificworkflowsandtosimplifysharing
andpublicationofsoftwareenvironments.

•Clusterusage.StreamliningGuixdeploymentonHPCclusters,and
providinginteroperabilitywithclustersnotrunningGuix.

•Outreach&usersupport.ReachingouttotheHPCandscientificre-
searchcommunitiesandorganizingtrainingsessions.

Thefollowingsectionsdetailworkthathasbeencarriedoutineach
oftheseareas.

24.

handsofscientistswillbeamajorfocusofthecomingyear.Wewantto
contributetoraisingthebarofwhatscientistscometoexpectintermsof
reproducibleworkflows.

There’salotwecandoandwe’dlovetohearyourideas
89
!

89
https://hpc.guix.info/about
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Reproducible Scientific Workflows

Supporting reproducible research workflows is a major goal
for Guix-HPC. The ability to reproduce and inspect computational
experiments—today’s lab notebooks—is key to establishing a rigorous sci-
entific method. UNESCO’s Recommendation on Open Science13, published
in November 2021, recognizes the importance of free software in research
and further notes (§7d):

In thecontextof openscience,whenopensourcecodeisacompo-
nentof aresearchprocess,enablingreuseandreplicationgenerallyre-
quires that it be accompaniedwith open data and open specifications
of the environment required to compile and run it.

This key point is often overlooked: the ability to reproduce and in-
spect the software environments of experiments is a prerequisite for trans-
parent and reproducible research workflows.

To that end, we work not only on deployment issues, but also up-
stream—ensuring source code is archived at Software Heritage—and down-
stream—devising tools andworkflows for scientists to use. The sectionsbe-
low summarize the progressmade on these fronts and include experience
reports by two PhD candidates showing in concrete terms how Guix fits in
reproducibleHPCworkflows.

Workflow Languages

The Guix Workflow Language14 (or GWL) is a scientific computing ex-
tension to GNU Guix’s declarative language for package management. It
allows for the declaration of scientific workflows, which will always run

13https://en.unesco.org/science-sustainable-future/open-science/recommendation
14https://workflows.guix.info

23.

Perspectives

Guix availability on scientific computing clusters remains a top
priority. More HPC practitioners—researchers, engineers, and system
administrators—are adopting Guix and showing interests, from repro-
ducible research to flexible deployment of virtual machines. We expect
to continue towork on these two complementary fronts: streamlining the
use of reproducible packs, and reaching out to system administrators and
cluster users, notably through training sessions.

Upstream, we will continue to work with Software Heritage with the
goal of achieving completearchivecoverageof the sourcecodeGuix refers
to. We have identified challenges related to source code availability; this
will probably be one of themain efforts in this area for the coming year.

Downstream, a lot of work has happened in the area of reproducible
research tools. Our package collection has grown to include more and
more scientific tools. Tools like the Guix Workflow Language and Guix-
Jupyterhavematured;alongwith thePsychNotebook service86, they bridge
the gap between reproducible software deployment and reproducible sci-
entific tools and workflows. We also showed how to achieve high perfor-
mance while preserving provenance tracking, which we hope dispels the
entrenchedperceptioninHPCcirclesthatreproducibilityandperformance
are antithetic.

Our work happens in a context of growing awareness of the impor-
tance of software and software environments in research workflows. UN-
ESCO’s Recommendation on Open Science87 and, for example, the Second
French Plan for Open Science88 are two illustrationsof that.

We gave demonstrations of what Guix brings to scientific workflows
and we expect to continue to show that reproducible scientific workflows
are indeed a possibility. Working on the tools and workflowsdirectly in the

86https://www.psychnotebook.org/
87https://en.unesco.org/science-sustainable-future/open-science/recommendation
88https://www.ouvrirlascience.fr/second-national-plan-for-open-science/
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inreproducibleenvironmentsthatGNUGuixautomaticallyprepares.In
thepastyeartheGWLhasreceivedseveralbugfixesandinfrastructurefor
detailedlogging;italsogainedaDRMAAprocessenginetosubmitgenerat-
edjobstoanyHPCschedulerwithanimplementationofDRMAA,suchas
SlurmandGridEngine.Thiswasmadepossiblethroughthenewlyreleased
high-levelGuilebindingstoDRMAAversion1

15
.Wereleasedversion0.4.0

oftheGWL
16
onJanuary29.

EarlierinJanuary,weannouncedccwl
17
,theConciseCommonWork-

flowLanguage.ccwlisaworkflowlanguagewithaconcisesyntaxcompil-
ingtotheCommonWorkflowLanguage

18
(CWL).WhileGWLoffersanovel

workflowlanguagewithintegrateddeploymentviaGuix,ccwlinsteadaims
toleveragetoolingaroundthepopularCommonWorkflowLanguagewhile
addressingsomeofitslimitations.Wepublishedadetailedarticleintroduc-
ingccwl

19
andexpoundingitsmerits.ccwlsignificantlycutsshortonthe

verbosityofCWL,thusremovingoneofthebarrierstoitswideradoption.
ccwlisimplementedasadomainspecificlanguageembeddedinGNUGuile,
andinteroperateswithGNUGuixtoprovidereproducibility.ccwlalsoaims
tominimizefrustrationforusersbyprovidingstrongcompile-timeerror
checkingandhigh-qualityerrormessages.Wealsoplantopre-package
commonlyusedcommand-linescientifictoolsintoready-madeccwlwork-
flows.Workontheseexcitingnewfeaturesisalreadyunderway.

ReproducibleSoftwareDeploymentforJupyter

WeannouncedGuix-Jupyter
20
twoyearsago,withtwogoals:making

notebooksself-containedor“deployment-aware”sothattheyautomatically
deploythesoftware(anddata!)thattheyneed,andmakingsaiddeploy-

15
https://lists.gnu.org/archive/html/guile-user/2021-04/msg00081.html

16
https://lists.gnu.org/archive/html/gwl-devel/2022-01/msg00000.html

17
https://ccwl.systemreboot.net/

18
https://www.commonwl.org/

19
https://hpc.guix.info/blog/2022/01/ccwl-for-concise-and-painless-cwl-workflows/

20
https://hpc.guix.info/blog/2019/10/towards-reproducible-jupyter-notebooks/

22.

Personnel

GNUGuixisacollaborativeeffort,receivingcontributionsfrommore
than90peopleeverymonth—a50%increasecomparedtolastyear.Aspart
ofGuix-HPC,participatinginstitutionshavededicatedworkhourstothe
project,whichwesummarizehere.
•Inria:2person-years(LudovicCourtèsandthecontributorstothe

Guix-HPCchannel:EmmanuelAgullo,MarekFelšöci,NathalieFurmen-
to,HugoLecomte,GillesMarait,FlorentPruvost,MatthieuSimonin,
PhilippeSwartvagher)

•MaxDelbrückCenterforMolecularMedicineintheHelmholtzAsso-
ciation(MDC):2person-years(RicardoWurmusandMădălinIonelPa-
traşcu)

•UniversityofTennesseeHealthScienceCenter(UTHSC):3+person-
years(EfraimFlashner,BonfaceMunyoki,FredMuriithi,ArunIsaac,
JorgeGomez,ErikGarrisonandPjotrPrins)

•UtrechtBioinformaticsCenter(UBC):0.1person-year(RoelJanssen)

•UniversityofParis(Diderot):0.5person-year(SimonTournier)
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ment bit-reproducible. Earlier this year, we published version 0.2.2 as a bug-
fix release.

Guix-Jupyter is implemented as a Jupyter kernel: it acts as a proxy be-
tweenthenotebookandtheprogramminglanguagenotebookcellsarewrit-
ten in. It interprets annotations found in the notebook to deploy precisely
the right softwarepackagesneeded to run the notebook. We believe this is
a robust approach to address the Achilles’ heel that software deployment
represents for reproducible computationswith Jupyter.

Yet, because Binder21 and its associated services and tools are a pop-
ular way to deploy Jupyter notebooks, we wanted to offer an alternative
solution integrated with Binder. Under the hood, Binder builds upon
repo2docker22, a tool to build Docker images straight from source code
repositories. Repo2docker has a number of back-ends called buildpacks to
handle packaging metadata in a variety of formats: when a setup.py file
is available, software isdeployedusing standard Python tools, thepresence
of an install.R file leads to deployment using GNU R, an apt.txt file in-
structs it to install software using Debian’s packagemanager, and so on.

As part of a three-month internship at Inria, Hugo Lecomte imple-
mented a Guix buildpack for repo2docker. If a guix.scmor a manifest.scm

file is found in the source repository, repo2docker uses it to populate the
Docker imagebeing built. Additionally—and this is a significant difference
compared tootherbuildpacks—,softwaredeployedwithGuix canbepinned
at a specific revision: if a channels.scm file is found, the buildpack passes
it to guix time-machine; this ensures that software is deployed from the
exact Guix revision specified in channels.scm.

This Guix buildpack for repo2docker has been submitted upstream
and reviewed23, but as of this writing it has yet to be merged. We believe

21https://mybinder.org/
22https://repo2docker.readthedocs.io/en/latest/
23https://github.com/jupyterhub/repo2docker/pull/1048

21.

Training Sessions

A training session on computational reproducibility for high-energy
sessions took place at the Centre de Physique des Particules deMarseille in
April/May 2021. It included a hands-on session about Guix.

For the French HPC Guix community, we have set up a monthly on-
line event called “Café Guix”85, started in October 2021. Eachmonth, a user
or developer informally presents a Guix feature or workflow and answers
questions.

85https://hpc.guix.info/events/2021/café-guix/
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itprovidesanotherconvenientwayforJupyterNotebookuserstoensure
theircoderunsintherightsoftwareenvironment.

EnsuringSourceCodeAvailability

Guixletsusersre-deploysoftwareenvironments,forinstancevia
guixtime-machine24.ThisispossiblebecauseGuixcanrebuildsoftware,
which,inturn,isonlypossibleifsourcecodeispermanentlyavailable.
Since2019

25
GuixdeveloperscollaboratewithSoftwareHeritage(SWH)to

makethatareality.Alothasbeenachievedsincethenbutsomechallenges
remainedbeforewecouldbesurethatSWHwouldarchiveeverypieceof
sourcecodeGuixpackagesreferto.

Oneofthemainroadblocksweidentifiedearlyon
26
aresourcecode

archives—tar.gzandsimilarfiles,colloquiallyknownas“tarballs”.SWH,
rationally,storesthecontentsofthesearchives,butitdoesnotstorethe
archivesthemselves.Yet,mostGuixpackagedefinitionsrefertotarballs;
Guixexpectstobeabletodownloadthosetarballsandtoverifythatthey
match.Howdowedealwiththisimpedancemismatch?

Lastyear,GuixdeveloperTimothySamplehadjuststartedworkto
addressthis

27
.TimothydevelopedatoolcalledDisarchive

28
thatsupports

twooperations:“disassembling”and“reassembling”tarballs.Inthefor-
mercase,itextractstarandcompressionmetadataalongwithanidenti-
fier(SWHID)pointingtocontentsavailableatSWH;inthelattercase,Dis-
archiveassemblescontentandmetadatatorecreatethetarballasitinitially

24
https://guix.gnu.org/manual/en/html_node/Invoking-guix-time_002dmachine.html

25
https://www.softwareheritage.org/2019/04/18/software-heritage-and-gnu-guix-join-forces-to-

enable-long-term-reproducibility/
26

https://hpc.guix.info/blog/2019/03/connecting-reproducible-deployment-to-a-long-term-source-
code-archive/
27
https://hpc.guix.info/blog/2021/02/guix-hpc-activity-report-2020/

28
https://ngyro.com/software/disarchive.html

20.

Sincelastyear,wegavethefollowingtalksatthefollowingvenues:
•JCADconference,Dec.2021

75
(LudovicCourtès)

•SoftwareHeritageFirthAnniversary,jointeventwithUNESCO,Nov.
2021

76
(LudovicCourtès)

•TREXBuildSystemHackathon,Nov.2021
77
(LudovicCourtès)

•PackagingCon,Nov.2021
78
(LudovicCourtès)

•“Pourunerecherchereproductible”,MAiMoSIne,SARI,GRICAD,Nov.
2021

79
(P.-A.Bouttier)

•RDA18thplenary,SoftwareSourceCode,Nov.2021
80
(P.-A.Bouttier)

•ReproducibleFAIR+WorkflowsandtheCCWL,attheUSNIHNational
CancerInstituteinOct.2021

81
(PjotrPrins,ArunIsaac)

•specialeventonreproducibilityoftheSociétéInformatiquedeFrance
(Frenchcomputersciencesociety),May2021

82
(KonradHinsen,Lu-

dovicCourtès)

Wealsoorganisedthefollowingevents:
•thefirston-lineworkshoponthereproducibilityofsoftwareenviron-

ments
83
forFrench-speakingscientists,engineers,andsystemadmin-

istrators,onMay17–18th,2021withupto80participants.

•“Declarativeandminimalisticcomputing”track
84
atFOSDEM

75
https://jcad2021.sciencesconf.org/resource/page/id/8

76
https://events.unesco.org/event?id=1423818652&lang=1033

77
https://trex-coe.eu/events/trex-build-system-hackathon-8-12-nov-2021

78
https://packaging-con.org/

79
https://reproducibility.gricad-pages.univ-grenoble-alpes.fr/web/medias_251121.html#medias_251121

80
https://www.rd-alliance.org/plenaries/rda-18th-plenary-meeting-virtual/software-source-code-

and-reproducibility
81
https://datascience.cancer.gov/news-events/events/reproducible-fair-workflows-and-ccwl

82
https://www.societe-informatique-de-france.fr/journee-reproductibilite/

83
https://hpc.guix.info/events/2021/atelier-reproductibilité-environnements/

84
https://archive.fosdem.org/2021/schedule/track/declarative_and_minimalistic_computing/



10.

existed. FromtherewecreateaDisarchivedatabase thatmapscryptographic
hashes of tarballs to their metadata.

Thisyearwedeployed,ontheGuixbuildfarm,infrastructuretocontin-
uously build thedatabase29 and topublish it at disarchive.guix.gnu.org30.
We added support in Guix so that it can use Disarchive + SWH as a fallback
when downloading a tarball from its original URL fails, significantly im-
proving source code archival coverage.

Beyond Guix, thiswork is crucial for all thedeployment tools that rely
on theavailabilityof tarballs—Brew,Gentoo,Nix, Spack, and otherpackage
managers,but also scientificworkflow tools such asManeage31and individ-
ualDockerfilesand scripts. This ledSWHand theSloanFoundationtoallo-
cate a grant32 so that Timothy Sample could address someof the remaining
challenges.

Among those, Timothy has already been able to expand Disarchive
compression support beyond gzip—version 0.4.0 adds support for xz, the
second most popular compression format for tarballs. To have a clear
vision of the progress being made, Timothy has been publishing periodic
Preservation of Guix Reports. The latest one33 shows that archival coverage
forall theGuix revisionssinceversion1.0.0 isat72%;thebreakdownbyrevi-
sion shows that coveragereaches86% for recent commits. SimonTournier
hasbeen carefullymonitoring coverageand discussingwith otherGuix de-
velopers and with the SWH team to identify reasonswhy specific pieces of
source code would not be archived. Ludovic Courtès had the pleasure to
join theSWHFifthAnniversaryevent34, on behalf of theGuix team, to show
all the progressmade and to discuss the road ahead.

29https://ci.guix.gnu.org/jobset/disarchive
30https://disarchive.guix.gnu.org
31https://maneage.org/
32https://www.softwareheritage.org/2022/01/13/preserving-source-code-archive-files/
33https://ngyro.com/pog-reports/2022-01-16/
34https://www.softwareheritage.org/news/events/swh5years/

19.

Outreach and User Support

Articles

The following articles were published in the November 2021 edition
of 102469, themagazineof the Société Informatique de France (SIF), the French
computer science society:
• Konrad Hinsen, La Reproductibilité des calculs coûteux70

• Ludovic Courtès, Reproduire les environnements logiciels : un maillon
incontournable de la recherche reproductible71

This article appeared in the March 2021 special edition of French-
speaking GNU/Linux Magazine France72:
• Ludovic Courtès, Déploiements reproductibles dans le temps avec

GNU Guix73

The following article introducing the most recent addition to the
PiGx framework of reproducible workflows backed by Guix is awaiting
peer-review and has been submitted to themedRxiv preprint server:
• Vic-Fabienne Schumann et al., COVID-19 infection dynamics revealed by

SARS-CoV-2wastewater sequencing analysis and deconvolution74

Talks

69https://www.societe-informatique-de-france.fr/bulletin/1024-numero-18/
70https://doi.org/10.48556/SIF.1024.18.11
71https://dx.doi.org/10.48556/SIF.1024.18.15
72https://connect.ed-diamond.com/GNU-Linux-Magazine/GLMFHS-113
73https://hal.inria.fr/hal-03418210
74https://doi.org/10.1101/2021.11.30.21266952
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TuningPackagesforaCPU

GNUGuixisnowwellknownforsupporting“reproducibility”,which
isreallytwofold:itisfirsttheabilitytore-deploythesamesoftwarestack
onanothermachineoratadifferentpointintime,andsecondtheability
toverifythatbinariesbeingrunmatchthesourcecode—thelatteriswhat
reproduciblebuilds

35
areconcernedwith.

However,inHPCcirclesthereistheentrenchedperceptionthatre-
producibilityisantithetictoperformance.Practitionersareespecially
concernedwiththeperformanceoftheMessagePassingInterface(MPI)
implementationsonhigh-speednetworkdevices,andwiththeabilityof
codetousesingle-instruction/multiple-data(SIMD)extensionsofthelat-
estCPUs—suchasAVX-512onx86_64,orNEONonARMv8.Weshowedthat
theseconcernsarelargelyunfoundedina2018articleonachievingperfor-
mancewithportablebinaries

36
andina2019articleonOpenMPI

37
.

Theformerarticleshowedhowperformance-sensitiveCcodeisal-
readytakingadvantageoffunctionmulti-versioning(FMV).Thereremaincas-
es,though,wherethistechniqueisnotapplicable.Asaresult,GNU/Linux
distributions—fromGuixtoDebianandCentOS—thatdistributebinaries
builtforthebaselinex86_64architecturemissoutonSIMDoptimizations.A
notoriousexampleofpackagesthatdonotsupportFMVisC++header-only
libraries,suchastheEigenlinearalgebralibrary.

Toaddressthis,weintroducedwhatwecallpackagemulti-versioning
38
:

withthenew--tunepackagetransformationoption,Guixuserscanobtain
apackagevariantspecificallytailoredforthehostCPU.Yet,userscanavoid
rebuildingtime-consuminglocalbuildsifapre-builtbinaryforthesame
CPUvariantisavailableon-line.

35
https://reproducible-builds.org/docs/definition/

36
https://hpc.guix.info/blog/2018/01/pre-built-binaries-vs-performance/

37
https://hpc.guix.info/blog/2019/12/optimized-and-portable-open-mpi-packaging/

38
https://hpc.guix.info/blog/2022/01/tuning-packages-for-a-cpu-micro-architecture/

18.

ClusterUsageandDeployment

AtUTHSC,Memphis(USA),wearerunningan11-nodelarge-mem-
oryHPCOctopuscluster

68
(264cores)dedicatedtopangenomeandgenet-

icsresearch.In2021moreSSDsandRAMwereadded.Notableaboutthis
HPCisthatitisadministeredbytheusersthemselves.ThankstoGNUGuixwe
install,runandmanagetheclusterasresearchers(androllbackincaseof
amistake).UTHSCITmanagestheinfrastructure,i.e.,physicalplacement,
routersandfirewalls,butbeyondthattherearenodemandsonIT.Thanks
toout-of-bandaccesswecancompletely(re)installmachinesremotely.Oc-
topusrunsGNUGuixontopofaminimalDebianinstallandweareexper-
imentingwithpureGNUGuixnodesthatcanberunondemand.Lizardfs
isusedfordistributednetworkstorage.Almostalldeployedsoftwarehas
beenpackagedinGNUGuixandcanbeinstalledbyregularusersonthe
clusterwithoutrootaccess.

AtGLiCID(Nantes,France)weareintheprocessofmergingtwoexist-
ingHPCclusters(10,000+cores).Thefirstcluster(basedonSlurm+CentOS)
alreadyofferstheguixcommandtoourusersaswellassomespecificsoft-
wareonourownGuixchannel,sinceafewyears.Thismergerinvolvesalot
ofchange,includingidentitymanagement.Wewantedtotakeadvantage
ofthisprofoundchangetobemoreambitiousandexploreautomatedgen-
erationofpartofthecoreinfrastructure,usingvirtualmachinesgenerated
byguixsystem,deployedonKVM+Ceph.Weaimtoeventuallyreplaceas
manyofthesedeployedmachinesaspossible,adjustingGuixsystemser-
vicesandimplementingnewonesaswego,benefitingthewidercommu-
nity.

68
http://genenetwork.org/facilities/
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While building a package with -march=native (instructing the com-
piler to optimize for the CPU of the build machine) leaves no trace, using
Guix’s--tune is properly recorded inmetadata. For example, a Docker im-
agebuiltwith guix pack --tune --save-provenance contains, in itsmeta-
data, the CPU type for which it was tuned, allowing for independent verifi-
cation of its binaries. This is to our knowledge the first implementation of
CPU tuning that does not sacrifice reproducibility.

Packaging

The package collection that comes with Guix keeps growing. It now
contains more than 20,000 curated packages, including many scientific
packagesranging fromrun-timesupportsoftwaresuchasimplementations
of theMessagePassing Interface (MPI), to linear algebra software, to statis-
tics and bioinformaticsmodules for R.

The Julia programming language has been gaining traction in the sci-
entific community and efforts in Guix reflect thatmomentum. At the time
of the previous report, February 2021, Guix included a dozen Julia pack-
ages. Today, January 2022, it includes more than 260 Julia packages, from
bioinformatics software such as BioSequence.jl to machine learning soft-
ware likeZygote.jl. Under thehood, the Julia build system in Guix hasbeen
improved; in particular, it now supports both parallel builds and parallel
tests, providing a significant speedup. It also allows the built-in Julia pack-
agemanager Pkg to find packages already installed by Guix.

In 2021, we added the popular PyTorch machine learning framework
to our package collection. While it had long been available via pip, the
Python packagemanager, we highlighted in a blog post39 things that we as
users do not notice about packages: what is inside of them, and the work
behind it. We showed that the requirements for Guix packages to build
software from source and to avoid bundling external dependenciesare key
to transparency, auditability, and provenance tracking—all of which are
ultimately the foundations of reproducible research.

39https://hpc.guix.info/blog/2021/09/whats-in-a-package/

17.

This intenseuseof package transformationslead to somecorner cases
of GNU Guix features and raises62 several63 issues64.

To ensure reproducibility of experimentsmade with GNU Guix, soft-
ware versions have to be pinned and saved along with scripts to launch
the experiments. guix describe65 and guix time-machine66 are the two
GNUGuix’s commands to pin revisions and execute applicationsbuilt from
these precise revisions. Making the experimental scripts publicly avail-
able67 is another step to achieve a reproducible article. It requires us to
clearlyorganizeexperiments,describetheir goalsandworkingsandensure
themaximumindependencefromcluster specificities(or documentwhich
changes are necessary to launch the experiments on another cluster).
When the repository describing the experiments is completed, archiving it
on Software Heritage and providing the obtained ID in the paper to easily
retrieve the scripts is effortless.

This first paperwithGNUGuixwasa great opportunity todiscover the
helpprovidedbyGNUGuix, itsecosystemand support. It alsoshowedareas
where documentation can be improved regarding the workflow to ensure
reproducibility of the experiments—fromusing ‘guix describe‘ to pin ver-
sions,toobtainingan IDtoeasily citethescriptsin apaper. Moreover,there
are still pending questions about the best way to generalize experimenta-
tion scripts andmake them independent from the clusters being used—e.g.,
how to deal with different job schedulers, file systems, and how to provide
instructions to replicate experiments even without Guix.

62https://issues.guix.gnu.org/49697
63https://issues.guix.gnu.org/49696
64https://issues.guix.gnu.org/50335
65https://guix.gnu.org/en/manual/en/html_node/Invoking-guix-describe.html
66https://guix.gnu.org/en/manual/en/html_node/Invoking-guix-time_002dmachine.html
67https://gitlab.inria.fr/pswartva/paper-starpu-traces-r13y
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Manyscientificpackageswereupgraded:theDunefiniteelement
librarieshavebeenupdatedto2.7.1,thePythonbindingstoGmsh

40
were

updatedto7.1.11,PETSc
41
andrelatedpackageswereupdatedto3.16.1,to

nameafew.Run-timesupportpackagessuchasMPIlibrariesalsoreceived
anumberofupdates.

StatisticalandbioinformaticspackagesfortheRprogramminglan-
guagehaveseenregularcomprehensiveupgrades,closelyfollowingup-
datestothepopularCRANandBioconductorrepositories.Atthetimeof
thiswritingGuixprovidesacollectionofmorethan1900reproduciblybuilt
Rpackages,makingRoneofthebestsupportedprogrammingenviron-
mentsinGuix.

Corepackageshaveseenimportantchanges;inparticular,packages
arenowbuiltwithGCC10.3bydefault(insteadof7.5),usingtheGNUC
Libraryversion2.33.Thestyleofpackageinputshasbeenconsiderably
simplified

42
;togetherwiththeintroductionofguixstyle43forautomat-

icformatting,wehopeitwillmakeiteasiertogetstartedwritingnew
packages.

SupportingPOWER9andRISC-VCPUs

InApril2021,GuixgainedsupportforPOWER9CPUs
44
,aplatformthat

someHPCclustersbuildupon.WhilesupportinGuix—andinthebroad-
erfreesoftwarestack—isnotyetonparwiththatofx86_64,itisgradual-
lyimproving.Theproject’sbuildfarmnowhastwobeefyPOWER9build
machines.

WhileitisperhapsearlydaystocallRISC-VanHPCplatform,thereare
indicatorsthatthismayhappeninthenearfuturewithinvestmentsfrom
theUSA

45
,theEU

46
,India,andChina.

40
https://hpc.guix.info/package/python-pygmsh

41
https://hpc.guix.info/packages/petsc

42
https://guix.gnu.org/en/blog/2021/the-big-change/

43
https://guix.gnu.org/manual/devel/en/html_node/Invoking-guix-style.html

44
https://guix.gnu.org/en/blog/2021/new-supported-platform-powerpc64le-linux/

16.

FeedbackfromusingGuixtoensurereproducibleHPCex-
periments

PhilippeSwartvagher(Inria)tooktheopportunityofwritinganarti-
cleontheimpactofexecutiontracingoncomplexHPCapplicationstodis-
coverhowGNUGuixcouldhelpperformreproducibleexperiments.The
articlestudiestheimpactoftracingonapplicationperformance,evaluates
solutionstoreducethisimpact,andexploresclocksynchronizationissues
whendistributedapplicationsaretraced.Thepaperisstillunderreview.

Thesoftwarestackconsideredinthearticleismadeofseveralli-
braries(StarPU

56
,Chameleon

57
,PM2

58
andFxT

59
),allofthembeingalready

packagedinGNUGuix,intheGuix-HPCchannel.Manuallyinstallingthis
softwarestackcanbepainful,thesetofcompilationoptionsiswideand
desiredoptionscanchangefromanexperiencetoanother,toseetheirim-
pact.Correctlycompilingthesoftwarestackbeforeeachexperimentand
trackingitscurrentstatecanbeprettytedious.

ThissourceofheadachesdisappearswithGNUGuix,especiallywith
thehelpofpackagetransformations

60
.Forinstance,--with-inputallowed

ustouseofPM2insteadoftheOpenMPIasthecommunicationengine,
--with-commitwashandytoselectaspecificcommitofalibrary(forin-
stancetocompareperformancebeforeandafteraspecificchange),and

--with-patchwasconvenienttoapplycodemodificationforaspecificex-
periments(forinstancemodificationsnotsuitedtobeincludedupstream,
butrequiredfortheexperiment).Thesepackagetranformations,used
withguixenvironment(thepredecessorofguixshell61),removesthebur-
denofcompilingthecorrectversionofeachsoftwarebeforeeachexper-
iment.

56
https://starpu.gitlabpages.inria.fr/

57
https://solverstack.gitlabpages.inria.fr/chameleon/

58
https://pm2.gitlabpages.inria.fr/

59
https://savannah.nongnu.org/projects/fkt

60
https://guix.gnu.org/en/manual/en/html_node/Package-Transformation-Options.html

61
https://guix.gnu.org/en/manual/devel/en/html_node/Invoking-guix-shell.html
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Together with Chris Batten of Cornell and Michael Taylor of the
University of Washington, Erik Garrison and Pjotr Prins are UTHSC PIs re-
sponsible for creating a newNSF-fundedRISC-V supercomputer for pange-
nomics47. It will incorporate GNU Guix and the GNU Mes bootstrap48, with
input from Arun Isaac, Efraim Flashner and others. NLNet49 is also fund-
ing the GNU Mes RISC-V bootstrap project with Ekaitz Zarraga and Jan
Nieuwenhuizen. Weaim tocontinueaddingRISC-V support toGNUGuix at
a rapid pace.

Why is the combination of GNU Mes and GNU Guix exciting for RISC-
V? First of all, RISC-V is a very modern modular open hardware architec-
ture that provides further guarantees of transparency and security. It ex-
tends reproducibility to the transistor level and for that reason generates
interest from the Bitcoin community, for example. Because there are no
licensing fees involved, RISC-V is already a major force in IoT and will in-
creasingly penetrate hardware solutions, such as storagemicrocontrollers
andnetworkdevices,going all theway toGPU-styleparallel computingand
many-core solutionswith thousandsof cores on a single die. GNUMes and
GNU Guix are particularly suitable for RISC-V because Guix can optimize
generated code for different RISC-V targets and is able to parameterizede-
ployed software packages for included/excluded RISC-Vmodules.

On the way to a reproducible PhD thesis

GNUGuix and Org mode50 form a powerful associationwhen it comes
to setting up a PhD thesis workflow. On one hand, GNU Guix allows us to
ensure an experimental software environment is reproducible across vari-
ous high-performance testbeds. On the other hand,we can take advantage

45https://www.tomshardware.com/news/risc-v-cluster-demonstrated
46https://www.european-processor-initiative.eu/epi-epac1-0-risc-v-test-chip-samples-delivered/
47https://news.cornell.edu/stories/2021/11/5m-grant-will-tackle-pangenomics-computing-challenge
48https://guix.gnu.org/en/blog/2019/guix-reduces-bootstrap-seed-by-50/
49https://nlnet.nl/project/current.html
50https://www.orgmode.org
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of the literate programming paradigm using Org mode to describe the ex-
perimental environment as well as the experiments themselves, then post-
process and reuse the results in final scientific publications.

The ongoing work of Marek Felšöci51 at Inria is an actual attempt for
a reproducible PhD thesis relying on the conjunction of GNU Guix and
Org mode. The thesis project resides in a Git repository where a dedicat-
ed Org file describes and explains all of the source code and procedures in-
volved in the construction of the experimental software environment, the
execution of experiments aswell as the gathering and the post-processing
of the results. This includes a Guix channel file, scripts for running the ex-
periments, parsing the output logs, producing figures and so on.

Other Org documents of the repository may then build on these re-
sults and produce the final publications, such as research reports, articles
and slideshows, in various formats. As an existing publication example
we can cite the research report #941252 and the associated technical report
#051353providing a literatedescriptionof theenvironment and theexperi-
ments the study presented in the research report relies on.

In the end, the entire process of setting up the software environment,
running experiments,post-processingresultsand publishingdocumentsis
automated using continuous integration.

The result of the continuous integration is publicly available54 as a
collection of web pages and PDF documents hosted using GitLab Pages55.

The initiative does not stop here. There is an effort to transform this
monolithic setup into independent modules with the aim to share and
reuse portions of the setup in other projectswithin the research team.

51https://mf elsoci.gitlabpages.inria.fr/thesis/
52https://hal.inria.fr/hal-03263603
53https://hal.inria.fr/hal-03263620
54https://mf elsoci.gitlabpages.inria.fr/thesis/
55https://docs.gitlab.com/ce/user/project/pages/


